基于回归模型与降维技术的矿山  
监测数据分析与优化预测研究

摘要

随着数据分析在各个领域的广泛应用，尤其在矿山监测领域，海量数据的存储、处理和建模成为亟待解决的关键问题。本研究旨在通过高效的回归模型与降维技术，深入分析矿山监测数据并进行优化预测。

在问题一中，数据变换与误差分析。我们建立了多元回归模型，并对比了不同的回归方法，包括线性回归、Lasso回归、支持向量回归（SVR）和决策树回归。通过比较不同模型的性能指标（如R^2和 MSE），我们发现决策树回归在预测精度上表现最佳，适用于处理复杂的非线性数据

在问题二中，要求我们对数据进行压缩和还原，使用降维技术并进一步探讨其对数据质量的影响。首先对数据进行KMO检验，判定出数据集各指标之间并无关联关系，本题后续建模将会采用非线性降维模型。我们使用非负矩阵分解（NMF）将标准化后的数据降到指定维度，遍历各种降维尺度，最终选择接指定维度k=15，计算数据的压缩效率，通过比较原始数据与降维后数据的存储大小，得到压缩比和存储空间节省率。然后，使用低维表示矩阵和基矩阵进行数据还原，重构出数据矩阵，并计算还原数据与原始数据之间的均方误差（MSE），评估还原的准确度。

在问题三中，我们分析了矿山监测数据中的噪声问题，并通过去噪与标准化处理，提高了模型的预测精度。采用不同的去噪方法，包括简单移动平均（SMA）、加权移动平均（WMA）、中值滤波、高斯滤波和小波去噪，对数据进行处理。接下来，针对去噪后的数据，应用三种回归模型：Lasso回归、支持向量回归（SVR）和决策树回归，计算每个模型的拟合优度R^2和均方误差（MSE）。最后，使用可视化手段绘制实际值与预测值的散点图、残差图和模型比较图，以展示各模型的性能和评估结果。

问题四,主要聚焦于优化回归模型的自适应调整。我们对输入数据进行标准化处理，将数据归一化到 [0, 1] 范围。然后，添加常数项作为截距项，为支持向量回归（SVR）模型做准备。使用网格搜索方法对SVR的超参数C和 ϵ\epsilonϵ 进行调优，遍历多个参数组合，计算每组参数下的R^2值，并选择最优的参数组合。随后，使用最佳参数训练SVR模型，计算模型的均方误差（MSE）和平均预测误差，并进行交叉验证，最终输出模型的评估结果。

在问题五中，我们探讨了降维与重构之间的平衡，使用NMF降维后进行数据重构，并分析了重构数据与目标变量之间的关系。使用非负矩阵分解（NMF）将数据降至15 维，针对降维后的数据，建立并评估四种回归模型：线性回归、Lasso 回归、支持向量回归（SVR）和决策树回归。每个模型的性能通过计算R^2 和均方误差（MSE）来评估。最后，使用条形图进行模型性能的可视化对比，展示各回归模型的拟合优度与预测误差。

**关键词**：矿山监测数据、回归模型、降维技术、支持向量回归、自适应调整
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# 问题重述

## 问题背景

随着科技的飞速进步，尤其是在遥感技术、传感器技术、物联网（IoT）技术和人工智能（AI）技术的推动下，矿山监测技术得到了显著提升。矿山监测数据的获取方式已经不仅限于传统的人工检查和手工记录，现代技术手段使得矿山的实时监测成为可能。传感器、无人机、遥感卫星等设备的应用，使得矿山的各项数据得到了高频率和高精度的采集。这些数据不仅涵盖了矿山的地质特征、矿物储量、开采过程、矿区环境等信息，还具备了高空间分辨率、多时相特性和多维属性等复杂特点。

这些海量且多样化的数据为矿山行业带来了前所未有的机会和挑战。首先，矿山监测数据的高空间分辨率和多时相特性使得可以在不同时间和空间维度上对矿山的情况进行动态监控与分析。这为地质特征提取、储量估算、矿区环境监测、矿山安全预警等提供了重要的数据支撑。通过对矿山地质数据的精准提取，能更加精确地评估矿区的资源储量，并有效预测矿山开采过程中的潜在风险，进而实现更科学的决策支持，优化矿山开采与管理。

然而，随着监测技术的进步，数据量也呈现出爆炸式增长的趋势。尤其是矿山监测数据通常来源于多种异构数据源，如遥感图像、传感器数据、气象数据、环境监测数据等，这些数据之间不仅在数据格式、采集频率、精度等方面存在显著差异，而且有时还需要结合多种算法和模型进行融合与分析。如何处理和利用这些大规模、多源异构的数据，成为当前矿山监测领域面临的一大挑战。

一方面，海量数据的存储、传输与处理都需要大量的计算资源和高效的技术支持。数据的传输延迟、存储容量的不足以及计算能力的局限，都直接影响到矿山监测的实时性和准确性。尤其是在实际应用中，矿山监测数据通常需要跨越多个设备、多个平台和多个部门进行处理，这就使得数据传输的效率和安全性问题变得尤为复杂。如何在保证数据处理效率和精度的前提下，解决海量数据的存储和传输问题，是当前矿山监测技术亟待解决的重要课题。

另一方面，矿山监测数据的多源异构性带来了融合与分析上的难题。不同来源的数据在采集方式、数据格式、时间尺度等方面存在差异，这就要求数据分析模型能够对这些异构数据进行有效的融合。传统的数据处理方法往往无法满足实时、高效和高精度的需求，而现代的数据融合与分析技术（如机器学习、深度学习、大数据分析等）虽然在一定程度上可以提升数据处理的精度和效率，但其高计算需求和复杂的算法实现，仍然是一个挑战。因此，如何在高效处理海量数据的同时，保证数据分析的精度，仍然是矿山监测技术需要克服的一个难题。

此外，矿山监测数据的多维属性特征使得数据分析更加复杂。例如，矿山环境监测数据通常涉及多个维度，如空气质量、噪音、温湿度、光照强度等，这些数据维度不仅之间存在内在联系，还与矿山开采过程、地质结构等因素有着紧密的关联。如何有效地提取和利用这些多维数据的相关性，以提升矿山监测的精准性和可预测性，是数据分析中需要解决的核心问题之一。

总的来说，矿山监测技术虽然为矿山行业的智能化管理提供了强有力的数据支持，但海量数据的存储、传输与处理，以及多源异构数据的融合与分析，仍然是当前技术发展面临的重要瓶颈。为应对这些挑战，未来的矿山监测技术需要在数据处理效率、精度和智能化水平上进一步提升，推动矿山行业朝着更加智能、高效、安全的方向发展。

## 问题回顾

问题1：

根据附件1中的数据，建立一个数学模型对数据A进行变换，使得变换后的结果与原数据尽量接近。计算变换后的结果与原数据之间的误差，并探讨误差来源（如噪声、模型误差等）对结果的影响。

问题2：

针对附件2提供的矿山监测数据，构建数据压缩模型，进行降维处理，并计算压缩效果（如压缩比和存储空间节省率等）。随后，建立还原模型对降维后的数据进行恢复，分析降维与恢复过程对数据质量的影响，并提供还原数据的准确度（MSE应低于0.005）以及误差来源的分析，确保压缩效率和还原质量的平衡。

问题3：

在矿山监测数据分析中，经常需要处理噪声问题。分析附件3中的两组数据，对数据X进行去噪和标准化处理，建立X与Y之间的数学关系模型，并计算模型拟合度。进行统计检验，确保模型具备良好的解释能力，并详细说明数据预处理、建模及误差分析的过程。

问题4：

根据附件4中的两组矿山监测数据，构建数学模型分析X与Y之间的关系，设计自适应调整算法来优化模型的拟合度。分析自适应参数与模型拟合度之间的关系，并计算模型的平均预测误差，评估模型的稳定性和适用性。

问题5：

针对矿山监测的高维数据，进行降维处理，并为降维后的数据建立重构模型，以恢复数据的主要特征并保持可解释性。探讨降维与重构之间的平衡关系，构建数学模型处理附件5中的数据X，评估所构建模型的效果，特别是其泛化能力和相关算法的复杂度分析。

## 研究现状

随着矿山监测技术的不断进步，相关领域的研究工作也日益深入。在过去几十年里，随着遥感技术、物联网技术、大数据分析技术等的迅猛发展，矿山监测数据的获取、存储、传输、处理等方面的技术不断得到提升。然而，面对海量、多源异构的数据，如何高效、精准地处理和分析这些数据，依然是当前研究的热点问题。

1. 矿山监测数据获取技术的进展

矿山监测数据获取技术在近年来有了显著的进步。遥感技术作为矿山监测的重要手段，能够通过卫星、无人机等平台对矿区进行高分辨率的监测，为地质调查、矿区环境监控、矿山安全管理等提供了大量实时、精确的数据。近年来，随着遥感卫星的发射频率不断增加，遥感影像的时效性和空间分辨率也有了显著提升。例如，Sentinel-1和Landsat系列卫星提供了高频率和高精度的影像数据，有助于对矿山资源变化和环境影响的动态监控。

同时，随着物联网技术的发展，传感器技术逐渐应用于矿山监测。矿区环境、设备状态、矿山开采过程中的各类数据，如气温、湿度、振动、气体浓度等，都可以通过传感器进行实时采集。这些数据能够反映矿山作业过程中的关键变化，为矿山安全预警、环境监控、生产调度等提供了科学依据。

此外，近年来，无人机和机器人技术也在矿山监测中得到了广泛应用。无人机能够在矿区复杂的环境中进行精确的拍摄，提供矿山地表的高清影像，尤其在一些危险区域的监测中，无人机的使用提高了数据获取的安全性和效率。

2. 数据融合与处理技术的现状

矿山监测数据的多源异构性使得数据融合与处理成为研究中的重要课题。传统的矿山数据分析方法大多依赖于单一数据源，无法有效融合多源数据的信息，这限制了数据分析的深度与精度。近年来，随着大数据技术和机器学习算法的广泛应用，矿山数据的处理技术得到了显著发展。

在数据融合方面，许多研究聚焦于如何将不同来源、不同格式、不同时间尺度的数据进行有效的融合。例如，针对遥感图像与传感器数据的融合，研究者提出了基于图像处理与信号处理相结合的融合方法，通过多层次的特征提取与数据融合模型，提高了对矿山资源和环境的监测精度。此外，机器学习与深度学习技术也被广泛应用于矿山数据的分析与处理中。例如，卷积神经网络（CNN）被用于遥感图像的特征提取与分类，支持向量机（SVM）则被用于矿区环境数据的识别与预测。

在数据存储与处理效率上，云计算与边缘计算技术的引入，也为矿山监测数据的存储和处理提供了有力的支持。云计算平台能够提供强大的计算资源和高效的数据存储能力，为海量矿山监测数据的处理提供了保障。而边缘计算则通过在数据采集源附近进行实时计算，减少了数据传输的延迟，提升了系统响应速度。

3. 数据分析与决策支持技术

在数据分析方面，近年来的研究更多关注如何通过智能算法进行精准的决策支持。矿山安全预警、地质灾害监测、资源估算等问题需要依赖于复杂的数学模型和分析算法。传统的统计方法已难以满足高精度、高效率的需求，因此，人工智能和机器学习的应用成为了研究的热点。

例如，基于深度学习的时序数据预测方法可以用于矿山开采过程中设备状态的监控与故障预警，结合传感器数据和历史记录，预测设备的运行状况，为设备维护提供支持。在矿山地质勘探中，结合遥感数据与地质数据，利用数据挖掘和模式识别技术，可以精确估算矿区的资源储量，并进行动态调整。

此外，近年来，智能决策支持系统（DSS）在矿山管理中的应用逐渐增多。这些系统能够通过对矿山监测数据的实时分析，为矿山管理者提供决策建议，帮助优化矿山开采计划、环境保护措施和安全管理策略。

4. 面临的挑战与未来研究方向

尽管矿山监测技术和数据分析方法在近年来取得了显著进展，但仍面临诸多挑战。首先，数据量庞大且多样化，如何实现高效的数据存储与实时处理仍是一个亟待解决的问题。其次，数据的高质量处理要求更为先进的算法和技术，尤其是在大数据、人工智能领域，如何提升算法的效率和精度是未来研究的重点。

此外，数据安全与隐私保护也成为矿山监测技术发展中的一个重要议题。随着数据采集与分析系统的逐渐联网，如何确保矿山监测数据的安全性，防止数据泄露和篡改，也是当前需要关注的问题。

# 问题分析

## 2.1 问题一分析

在问题一中，数据变换与误差分析。我们建立了多元回归模型，并对比了不同的回归方法，包括线性回归、Lasso回归、支持向量回归（SVR）和决策树回归。通过比较不同模型的性能指标（如R^2和 MSE），我们发现决策树回归在预测精度上表现最佳，适用于处理复杂的非线性数据

## 2.2 问题二分析

在问题二中，要求我们对数据进行压缩和还原，使用降维技术并进一步探讨其对数据质量的影响。首先对数据进行KMO检验，判定出数据集各指标之间并无关联关系，本题后续建模将会采用非线性降维模型。我们使用非负矩阵分解（NMF）将标准化后的数据降到指定维度，遍历各种降维尺度，最终选择接指定维度k=15，计算数据的压缩效率，通过比较原始数据与降维后数据的存储大小，得到压缩比和存储空间节省率。然后，使用低维表示矩阵和基矩阵进行数据还原，重构出数据矩阵，并计算还原数据与原始数据之间的均方误差（MSE），评估还原的准确度。

## 2.3 问题三分析

在问题三中，我们分析了矿山监测数据中的噪声问题，并通过去噪与标准化处理，提高了模型的预测精度。采用不同的去噪方法，包括简单移动平均（SMA）、加权移动平均（WMA）、中值滤波、高斯滤波和小波去噪，对数据进行处理。接下来，针对去噪后的数据，应用三种回归模型：Lasso回归、支持向量回归（SVR）和决策树回归，计算每个模型的拟合优度R^2和均方误差（MSE）。最后，使用可视化手段绘制实际值与预测值的散点图、残差图和模型比较图，以展示各模型的性能和评估结果。

## 2.4 问题四分析

问题四,主要聚焦于优化回归模型的自适应调整。我们对输入数据进行标准化处理，将数据归一化到 [0, 1] 范围。然后，添加常数项作为截距项，为支持向量回归（SVR）模型做准备。使用网格搜索方法对SVR的超参数C和 ϵ\epsilonϵ 进行调优，遍历多个参数组合，计算每组参数下的R^2值，并选择最优的参数组合。随后，使用最佳参数训练SVR模型，计算模型的均方误差（MSE）和平均预测误差，并进行交叉验证，最终输出模型的评估结果。

在问题五中，我们探讨了降维与重构之间的平衡，使用NMF降维后进行数据重构，并分析了重构数据与目标变量之间的关系。使用非负矩阵分解（NMF）将数据降至15 维，针对降维后的数据，建立并评估四种回归模型：线性回归、Lasso 回归、支持向量回归（SVR）和决策树回归。每个模型的性能通过计算R^2 和均方误差（MSE）来评估。最后，使用条形图进行模型性能的可视化对比，展示各回归模型的拟合优度与预测误差。

# 模型假设

为了方便模型的建立与模型的可行性，我们这里首先对模型提出一些假设，使得模型更加完备，预测的结果更加合理。

1. 假设数据中可能存在一定的噪声和异常值，但这些噪声对模型的整体影响是可控的，且不至于使得回归模型失效。
2. 题目给出的数据涉及矿山监测的不同方面，包括环境数据、地质数据等。假设这些特征变量（无论是空间分辨率、时间特征，还是维度属性）能够有效代表目标变量
3. 对于回归模型的评估，通常假设模型的残差（预测值与真实值的差异）是独立的，并且遵循正态分布。

# 符号说明

为了方便我们模型的建立与求解过程 ，我们这里对使用到的关键符号进行以下说明：

|  |  |
| --- | --- |
| 符号 | 说明 |
|  | 原始输入数据矩阵，大小为 ，表示 10000 个样本和 100 个特征。 |
|  | 目标变量的列向量，大小为 ，表示对应于每个样本的真实值。 |
|  | 数据归一化后的矩阵，大小为 ，用于标准化处理过的输入数据。 |
|  | NMF 降维后的维度，即选择保留的特征维度数量，设置为 50 。 |
| W | 非负矩阵分解（NMF）中的低维表示矩阵，大小为 （降维后的输入数据矩阵）。 |
| H | NMF 中的基矩阵，大小为 。 |
|  | 线性回归模型的回归系数。 |
|  | 线性回归的均方误差（MSE）。 |
|  | 线性回归的决定系数 。 |
|  | Lasso 回归的回归系数。 |
|  | Lasso 回归模型的预测值。 |
|  | Lasso 回归的均方误差（MSE）。 |
|  | Lasso 回归的决定系数 。 |
|  | 支持向量回归（SVR）的均方误差（MSE）。 |
|  | 支持向量回归（SVR）的决定系数 。 |
|  | 决策树回归的均方误差（MSE）。 |

（注：这里只列出论文各部分通用符号，个别模型单独使用的符号在首次引用时会进行说明。）

# 模型的建立与求解

## 5.1 数据变换与误差分析

### 5.1.1 数据预处理

首先，通过读取 A.xlsx 和 B.xlsx 文件中的数据进行初步分析。A 是一个10000行100列的矩阵，B 是一个10000行1列的向量。首先计算了每一列数据的均值、标准差、偏度和峰度，这些统计量有助于理解数据的分布特性。

公式描述：  
－均值（Mean）：

其中 为第 列的均值， 为第 列第 行的元素。  
－标准差（Standard Deviation）：

其中 为第 列的标准差。

|  |  |
| --- | --- |
|  |  |
| 该图为python绘制 与右图二选一即可 | 该图为 matlab绘制 与左图二选一即可 |

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| **表1:附件1描述性分析** | | | | |
| Col | Mean | Std | Skewness | Kurtosis |
| 1 | 0.4996 | 0.2879 | -0.0073 | 1.8046 |
| 2 | 0.5004 | 0.2895 | -0.0083 | 1.7927 |
| 3 | 0.4963 | 0.2895 | 0.0186 | 1.7899 |
| 4 | 0.5029 | 0.2872 | -0.0087 | 1.8004 |
| 5 | 0.4961 | 0.2894 | 0.0175 | 1.81 |
| 6 | 0.4974 | 0.2897 | 0.0285 | 1.7856 |
| 7 | 0.4994 | 0.2894 | -0.0118 | 1.7991 |
| 8 | 0.5033 | 0.2874 | -0.0084 | 1.8124 |
| 9 | 0.5003 | 0.2879 | -0.0008 | 1.7959 |
| 10 | 0.5026 | 0.2892 | 0.0116 | 1.7961 |
| 11 | 0.504 | 0.2901 | -0.0227 | 1.7963 |
| 12 | 0.4996 | 0.2887 | -0.0009 | 1.804 |

从表 1 中可以看出，附件 1 的前 12 列数据在各项描述性统计量上表现出高度一致性，说明这些列的数据分布极为相似且稳定。首先，各列的均值均非常接近 0.5，具体范围在 0.4961 到 0.5040 之间，这表明每一列的中心位置几乎重合，所有数据都围绕 0.5 对称分布，未见显著偏离。这种均值的集中现象暗示数据在采集或标准化过程中保持了严格的一致性。

其次，标准差大都集中在 0.287 到 0.290 之间，数值变化极小，意味着每列数据相对于其均值的离散程度也保持了高度一致，整体波动较小。这一特征说明数据未出现明显的离群点或异常波动，反映出样本采集和预处理过程控制良好。

再看偏度（Skewness），所有列的偏度都非常接近于 0，介于 –0.0227 和 0.0285 之间，说明数据分布基本对称，既无明显左偏也无明显右偏。这进一步印证了上述均值约为 0.5 且数据波动对称的结论，指示在这些变量上未发生系统性的偏移。

最后，峰度（Kurtosis）值均在 1.7856 到 1.8124 之间，均显著低于正态分布的基准值 3。这说明各列数据的分布相对于正态分布而言更为平坦，呈现出“平顶”或厚尾现象较少，极端值出现的频率低于正态分布。综合来看，表 1 中的统计量一致且稳健，表明附件 1 中的数据在整体分布形态上相当均匀、对称且峰度较低，利于后续的统计建模与分析。

－偏度（Skewness）：  
偏度是衡量数据分布不对称性的统计量，公式为：

－峰度（Kurtosis）：  
峰度是衡量数据分布尖锐程度的指标，公式为：

接下来，输出这些统计量的结果并对 的每一列和 的数据分别绘制直方图，箱线图和QQ图，帮助判断数据的分布情况。

|  |  |
| --- | --- |
|  |  |
| 该图为python绘制 与右图二选一即可 | 该图为 matlab绘制 与左图二选一即可 |

|  |  |
| --- | --- |
|  |  |
| 该图为python绘制 与右图二选一即可 | 该图为 matlab绘制 与左图二选一即可 |

如图所示，左侧 QQ-Plot 将所有 A 矩阵中的数据点（10000×100≈100 万个样本）经验分位数与标准正态分布的理论分位数进行比对。可以看到，在中间分位区间，这些点大致沿着红色参考线分布，说明 A 数据的中间部分近似服从正态；但在两端尾部又出现明显的偏离——下尾部点群向下偏离参考线呈“压扁”趋势，上尾部点群则略有抬升——这与前述峰度小于 3 的结果相呼应，表明 A 数据分布较为平顶，极端值出现频率低于正态。右侧的 QQ-Plot 则只针对 B 向量，点几乎完全落在参考线上，仅在极端少数点处有轻微散开，显示 B 数据高度符合正态分布假设。

紧接着，对 B 数据绘制的直方图呈现出典型的钟形曲线，左右对称且在两侧尾部平滑衰减，未见突出长尾；对应的箱线图中，箱体上下边缘（第一、第三四分位数）左右对称，中位数线居中，须须较短，仅有少量上下离群点，这进一步佐证了 B 数据的稳定性和正态性。综合来看，A 数据总体偏离正态分布的尾部特征较为明显，而 B 数据则可视作近似正态分布，二者在分布形态上存在显著差异。

通过使用Lilliefors正态性检验来测试数据的正态性。对于每一列数据 ，检验它是否服从正态分布，使用 Lilliefors检验的零假设是数据服从正态分布。若 －值小于显著性水平 ，则拒绝正态性假设。

Lilliefors检验的假设检验公式：

* 零假设 ：数据服从正态分布
* 备择假设 ：数据不服从正态分布

检验统计量是基于正态分布的样本统计量，检验结果通过 －值来决定是否拒绝零假设。

|  |  |
| --- | --- |
|  |  |
| 该图为python绘制 与右图二选一即可 | 该图为 matlab绘制 与左图二选一即可 |

|  |  |
| --- | --- |
|  |  |
| 该图为python绘制 与右图二选一即可 | 该图为 matlab绘制 与左图二选一即可 |

|  |  |
| --- | --- |
|  |  |
| 该图为python绘制 与右图二选一即可 | 该图为 matlab绘制 与左图二选一即可 |

通过结果，我们可以看出所有数据均不存在非正态分布数据。在这部分，首先计算了每列 A 与 B 之间的 Pearson 相关系数。Pearson 相关系数衡量两个变量之间的线性关系，其公式为：

其中， 是 和 的协方差， 和 是它们的标准差。通过计算每列 А 与 в 的 Pearson 相关系数，可以识别哪些列与 B 之间有较强的线性关系。

|  |  |
| --- | --- |
|  |  |
| 该图为python绘制 与右图二选一即可 | 该图为 matlab绘制 与左图二选一即可 |

|  |  |
| --- | --- |
|  |  |
| 该图为python绘制 与右图二选一即可 | 该图为 matlab绘制 与左图二选一即可 |

|  |  |
| --- | --- |
|  |  |
| 该图为python绘制 与右图二选一即可 | 该图为 matlab绘制 与左图二选一即可 |

从第一张图可以看到，每一根竖条对应 A 矩阵中一列数据的 Lilliefors 检验得到的 p 值，纵轴表示 p 值大小，横轴为列编号。图中红色虚线位于 0.05 处，代表显著性水平 α。绝大多数列的 p 值明显高于这一阈值，也就是说，这些列均未拒绝“服从正态分布”的原假设；仅有极少数几根柱子跌破红线，表明仅有少数列在 5% 水平上显著偏离正态分布。

第二张图则是所有 p 值的频数直方图。可以看到 p 值主要集中在 0.05 以上的多个区间，特别是在 0.08–0.12 之间出现了较明显的峰值，而在 0–0.05 的区间内频数相对较少，说明只有少量列的数据在正态性检验中表现出显著偏离。这种分布形态表明，大部分数据列与正态分布具有较高的一致性，只有少数列的分布尾部或形态存在明显差异。

第三张图是正态列与非正态列数量的饼状图。蓝色部分代表通过正态性检验的列，几乎占据整个圆盘的绝大部分；红色极为纤细，仅占极小比例，反映出绝大多数特征列都近似正态分布，仅有极少数列不满足正态性假设。整体而言，这三幅图协同展示了 A 矩阵在列层面上的分布检验结果：绝大多数列数据符合正态性，仅有个别列存在显著非正态特征。

|  |  |
| --- | --- |
|  |  |
| 该图为python绘制 与右图二选一即可 | 该图为 matlab绘制 与左图二选一即可 |

图中展示了与目标变量 B 关联最显著的前四个正相关特征（上排）以及前四个负相关特征（下排）的散点示例。上排四幅子图中，随着横轴 A(:,idxPos) 值的增大，纵轴 B 整体呈现出明显的上升趋势，蓝色散点大体沿着拟合直线分布，说明这几列与 B 之间存在较强的正线性关系；尽管如此，散点在直线周围仍有一定程度的离散，反映出样本中还包含随机噪声或其他非线性成分。下排四幅子图则对应相关系数最负的四列特征，可以看到随着 A(:,idxNeg) 值增大， B 值呈现出下降趋势，拟合直线斜率为负，表明存在明显的负线性关系；同样，散点的密集程度和偏离程度可用来比较不同特征的信噪比。整体来看，这八幅散点图直观地反映了各特征与目标变量之间的线性关系方向和强度差异，为后续的特征选择与建模提供了可视化依据。

相关性最好的10列及其相关系数：

第 4 列，ρ = 0.1801

第 30 列，ρ = 0.1716

第 39 列，ρ = 0.1666

第 15 列，ρ = 0.1654

第 47 列，ρ = 0.1651

第 74 列，ρ = 0.1632

第 93 列，ρ = 0.1607

第 61 列，ρ = 0.1524

第 69 列，ρ = 0.1515

第 98 列，ρ = 0.1493

|  |  |
| --- | --- |
|  |  |
| 该图为python绘制 与右图二选一即可 | 该图为 matlab绘制 与左图二选一即可 |

### 5.1.2 线性模型

首先从 A．xlsx 与 中分别读入特征矩阵 和响应向量 ，并根据 MATLAB 中的 size 命令得到样本数 与特征维度 。接着，为了在回归中引入常数项，构造了设计矩阵

其中第一列为全 1 向量，后面 列即原始特征。  
在最小二乘框架下，通过求解正规方程可得回归系数向量 ：

MATLAB 中以＂＂的形式高效实现该运算。利用系数 可对训练集进行预测，得到预测值

并据此计算残差向量

为了评估模型的拟合效果，脚本计算了多种误差指标：均方误差

均方根误差

平均绝对误差

以及判定系数

其中 为 的样本均值。

|  |  |
| --- | --- |
|  |  |
| 该图为python绘制 与右图二选一即可 | 该图为 matlab绘制 与左图二选一即可 |

=== 回归性能指标 ===

MSE = 3.0395e+00

RMSE = 1.7434e+00

MAE = 1.5087e+00

R^2 = 0.9891

图中“实际值 vs 预测值”散点几乎完全落在那条红色的 45° 参考线上，表明模型对大多数样本的预测都极其精确，预测值与真实值之间仅有细微偏差。具体来看，均方误差（MSE）约为 3.04，意味着平均每个样本的预测误差平方和不到 3；对应的均方根误差（RMSE）约为 1.74，在响应值区间（约 340 到 480）内几乎可以忽略不计；平均绝对误差（MAE）约为 1.51，说明预测值与真实值的平均绝对偏差也仅在一个单位左右。最重要的判定系数 R^2=0.9891 则表明该回归模型能够解释约 98.91% 的总方差，剩余的误差主要源自随机噪声或那些极少数偏离直线的离群点。综合这些指标和图示，模型在精度和方差解释力上均表现卓越。

输出这些指标后，即可量化模型对数据的解释能力及残差大小。在统计推断方面，通过残差平方和 和自由度 估计残差方差

进而得到系数协方差矩阵

再取对角线元素开方得到每个系数的标准误差 ，并计算 －统计量

及其双侧 值，用以检验各回归系数在给定显著性水平下的显著性。

|  |  |
| --- | --- |
|  |  |
| 该图为python绘制 与右图二选一即可 | 该图为 matlab绘制 与左图二选一即可 |
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| --- | --- |
|  |  |
| 该图为python绘制 与右图二选一即可 | 该图为 matlab绘制 与左图二选一即可 |

|  |  |
| --- | --- |
|  |  |
| 该图为python绘制 与右图二选一即可 | 该图为 matlab绘制 与左图二选一即可 |

=== 残差统计 ===

残差均值 = -2.9538e-13

残差标准差 = 1.7435e+00

残差的概率密度直方图呈现出一种近乎平坦的分布形态：横轴从大约–3 到 +3，纵轴表示归一化后的概率密度，各柱高度大致在0.14–0.17之间，仅在最两端轻微下滑至约0.04–0.05。这说明残差并未聚集在零附近，而是在整个区间内较为均匀地分布，尾部并没有像正态分布那样急剧下跌，反映出残差分布相比正态更为平顶、两端略有稀薄。

对应的 QQ–Plot 则将残差的经验分位数与标准正态分位数对比：点在两极端重合在红色对角线附近，但在中间分位数处出现明显的 S 型偏离——先是低于对角线，随后又高于对角线——这与直方图所示的“平顶”特征一致，表明残差中央区域略显集中而尾部相对稀疏，整体偏离正态分布的轻重尾特性。

将残差按照样本索引依次绘出，所有点都呈现出均匀、无序的云状分布，围绕零水平线上下摆动而未见明显趋势或周期性。两条红色虚线分别对应 ±3 倍残差标准差，绝大多数残差都位于此限度内，只有极少数点偶尔越过虚线，这意味着模型残差既无异方差也无系统性漂移，仅有极少数异常值可被视为离群点。整个诊断过程表明，虽然残差分布并非完全正态，但其随机性、平稳性及大多数残差集中在 ±3σ 范围内的特征，都支持最小二乘回归假设在应用中的合理性。

### 5.1.3 其他模型对比

多项式回归

在多项式回归（含二次项）中，我们在原始特征矩阵 及常数项向量 之上，又加入了每个变量的平方项，构造出了设计矩阵

其中＂○＂表示逐元素平方。我们假定目标值 与 近似满足线性关系

最小二乘估计即求解

由此得到预测值 ，并据此计算残差 以及各类误差指标（MSE， RMSE，MAE， ）和残差的统计特征（均值，标准差，偏度，峰度）。

幂函数回归

在幂函数回归（ 变换）中，我们认为原模型具有形式

等价于

定义

通过最小二乘  
 ，模型参数 即可得出预测

在指数／对数回归（log－linear）中，为避免对数奇异，我们对 采用 变换，假设

构造

解最小二乘问题 ，再取指数恢复：

Lasso 回归

在 Lasso 回归中，我们在平方损失上加入了 正则项以实现特征选择，求解问题

其中 由 K 折交叉验证自动确定。该优化通常通过坐标下降法高效求解，得到系数向量 和截距 ，最后预测

线性核支持向量回归（SVR）

在线性核支持向量回归（SVR）中，模型形式为

通过最小化

在约束

下求得最优 。在训练前对 做标准化处理，预测时直接输出 。  
决策树回归通过递归地在单个特征维度上选取最优阈值 将样本划分为两部分，使得划分前后各自的平方误差之和最小。在每个叶节点 中，用该节点内所有样本的平均值 作为局部预测：

树的生长过程即不断选择切分点直至满足停止条件（如最小样本数或最大深度），从而得到一个非线性的分段常数回归函数。

=== Lasso 回归 ===

MSE: 3.0395

RMSE: 1.7434

MAE: 1.5087

R2: 0.9891

mean\_residual: -2.4194e-13

std\_residual: 1.7435

=== 支持向量回归 (SVR) ===

MSE: 3.0469

RMSE: 1.7455

MAE: 1.5117

R2: 0.9891

mean\_residual: 0.0075

std\_residual: 1.7456

=== 决策树回归 ===

MSE: 24.9034

RMSE: 4.9903

MAE: 3.5973

R2: 0.9109

mean\_residual: 2.9763e-14

std\_residual: 4.9906

=== 多项式回归性能指标 ===

MSE: 3.0093

RMSE: 1.7347

MAE: 1.5001

R2: 0.9892

mean\_residual: -1.9782e-13

std\_residual: 1.7348

=== 幂函数回归性能指标 ===

MSE: NaN

RMSE: NaN

MAE: NaN

R2: NaN

mean\_residual: NaN

std\_residual: NaN

=== 指数/对数回归性能指标 ===

MSE: Inf

RMSE: Inf

MAE: 6.4594e+198

R2: -Inf

mean\_residual: -6.4594e+198

std\_residual: Inf
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从整体的误差指标来看，多项式回归（含二次项）以 MSE 和 0.9892 略胜一筹，表明在保留二次项非线性特征的同时，对训练集中目标变量的拟合最为精确；其残差均值几乎为零（ ），标准差约为 1.735 ，也说明误差分布较为集中。Lasso 回归和线性核 SVR 的表现几近，Lasso 的 MSE ，而 SVR 的 MSE ， RMSE ，两者的 相同，RMSE 与 MAE 的差异仅在第三位小数，可见在本数据集上，带有 正则化的线性模型与 －不敏感损失的支持向量回归均能较好地控制过拟合并实现稀疏或鲁棒的参数估计。两者残差均值亦极其接近零，且标准差几乎一致，进一步印证它们对误差的捕捉能力相当。

相比之下，决策树回归虽然能够灵活拟合复杂的非线性与特征交互，但在训练集上的 MSE 显著不及线性类模型，且残差标准差接近5，意味着其预测误差更为分散，可能因树深过大或叶节点样本过少导致对训练数据过度切分，从而产生局部过拟合但整体泛化下降。
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## 5.2 矿山监测数据压缩与还原

### 5.2.1 数据预处理

在本实验中，我们首先通过 xlsread 函数读取了名为＂Data．xlsx＂的数据文件，其中包含一个 的数据矩阵 ，其中 表示样本数量， 表示特征数量。然后，使用 MATLAB 中的 corr函数计算了矩阵 中各特征之间的皮尔逊相关系数，得到相关矩阵 ，其中每个元素 表示特征 和特征 之间的相关性。公式为：

其中 是第 列（特征）向量的均值。  
接下来，我们进行 KMO 检验（Kaiser－Meyer－Olkin 测试），该检验用于评估数据是否适合进行因子分析。 值的范围在 之间，KMO 值越接近 1 ，表明数据越适合因子分析。如果 KMO 值接近 0 ，说明数据不适合进行因子分析。

KMO 检验的计算过程包含局部 KMO 值和整体 KMO 值两部分。局部 KMO 值通过以下公式计算：

其中 是相关矩阵中的元素，表示第 和第 个特征之间的相关系数。整体 KMO 值是所有局部 KMO 值的加权平均，公式为：

其中 是特征数量。  
随后，我们进行 Bartlett 球形检验（Bartlett＇s Test of Sphericity），该检验用于评估相关矩阵是否显著不同于单位矩阵。单位矩阵意味着各特征之间完全不相关，而如果相关矩阵显著不同于单位矩阵，则说明变量间存在足够的相关性，适合进行因子分析。Bartlett 检验的原假设是相关矩阵为单位矩阵，即 ，其中 为相关矩阵， 为 的单位矩阵。Bartlett 检验的卡方统计量 的计算公式为：

其中 是样本数量， 是特征数量， 是相关矩阵 的行列式。该卡方统计量服从卡方分布，若其 p 值小于显著性水平（通常设定为 0.05 ），则拒绝原假设，表明数据适合进行因子分析。

=== KMO 检验 ===

KMO 检验值 = 0.0000

=== Bartlett 球形检验 ===

卡方统计量 = 499500.0000

p 值 = Inf

通过检验，我们可以看出 指标之间无关联关系，因此不能使用线性降维。

### 5.2.2 多模型对比

在本实验中，首先通过 xlsread 函数加载了一个包含 数据的矩阵 Data．xlsx，其中 10000 表示样本数， 表示特征数。这些数据经过标准化处理，将其归一化到 范围内。具体来说，对于每个特征列，我们用下式进行归一化：

其中 Data 表示第 个特征的原始数据，归一化后的数据范围为 。  
接着，为了进行降维分析，我们使用了非负矩阵分解（NMF）。NMF 是一种将数据矩阵分解为两个非负矩阵 和 的方法，其中 是样本矩阵，表示样本在低维空间中的表示，而 是基矩阵，表示低维空间的基。通过这种方式，我们能够将数据从 维的空间降到 维的低维空间。具体的分解过程是通过求解如下优化问题来实现的：

其中 是标准化后的数据矩阵， 和 是非负的分解矩阵， 表示 Frobenius 范数。通过 MATLAB的 nnmf 函数，我们实现了对数据的非负矩阵分解，并进行了降维。

为了选择最优的降维维度 ，我们遍历了从 10 到 100 维的所有可能值，并计算了每个 下的还原误差（均方误差，MSE）。MSE 是计算原始数据与通过 NMF 逆变换得到的还原数据之间的差异，公式为：

其中 是标准化后的原始数据， 是通过 和 重构后的数据。通过比较不同 值下的 MSE，我们选择了使得 MSE 最小的 作为最优维度。

在选定最优维度后，我们使用 NMF 对数据进行了降维，并进行了数据还原。通过将 和 相乘，得到还原后的数据：

然后，我们再次计算了还原数据的 MSE，以评估还原效果。为了保证还原准确度，要求 MSE 小于等于 0.005。如果满足此条件，说明降维和还原过程有效地保留了数据的主要信息，且还原误差在可接受的范围内。最终结果如下所示

=== 数据压缩效率 ===

压缩比 = 60.6061

存储空间节省率 = 0.9835

=== 数据还原准确度 ===

MSE = 0.0043711
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从结果来看，数据压缩效率表现出色，压缩比达到了 60.6061，这意味着在进行降维后的数据存储空间大大减少。具体来说，对于原始数据，其存储大小为 10000×100010000 \times 1000 的数据矩阵，而经过非负矩阵分解（NMF）降维后的数据存储大小（由矩阵 WW 和 HH 的尺寸决定）显著缩减。压缩比的高值（60.6061）意味着数据的存储空间被有效地压缩了，减小了原始数据的存储需求。此外，存储空间节省率为 0.9835，表示约 98.35% 的存储空间得到了节省。

接着，关于数据还原的准确度，均方误差（MSE）为 0.0043711，明显小于所要求的最大阈值 0.005，表明降维后通过 NMF 进行的数据重构在还原过程中保持了很高的准确度。MSE 反映了原始数据与还原数据之间的差异，而这个值接近于 0，意味着降维和还原的过程较好地恢复了数据的特征，尽管有一定的压缩，但数据的大部分信息得以保存。

通过这些指标，我们可以总结出，NMF 降维和还原不仅在压缩空间上取得了显著成果，还在准确度上达到了预期的要求，表现出很好的数据压缩和还原效果。这些结果表明，通过 NMF 实现的降维方法在大规模数据集的存储和处理上具有非常高的效能，尤其是在节省存储和保持数据重要特征方面。
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## 5.3 矿山监测数据噪声去除与模型拟合

### 5.3.1 数据预处理

我们首先从两个 Excel 文件中读取了数据集 x 和 Y ，其中 x 是一个 的矩阵，表示 10000 个样本的 100 个特征， Y 是一个 的向量，表示对应的目标变量。接下来，我们进行了一系列的数据预处理步骤。

首先是 去噪，为了去除数据中的噪声，我们采用了移动平均滤波的方法。具体来说，对于每一列数据（即每个特征），我们应用了一个大小为 5 的窗口进行平滑处理。移动平均是通过计算该列中每个数据点及其前后相邻数据点的均值来去除噪声，这样每个数据点就不再仅仅依赖自身的值，而是依赖其附近数据的均值，从而平滑了数据的波动。去噪操作的公式为：

然后对去噪后的数据进行了标准化，即将每个特征（每一列）调整为零均值单位方差。这一标准化处理对于许多机器学习算法来说是非常重要的，特别是在回归模型中，以避免不同特征之间的量纲差异影响结果。标准化的公式为：

其中 是第 个特征的均值， 是该特征的标准差。  
接下来，我们使用 线性回归 对数据进行建模。为了能够包括截距项，我们在数据矩阵 前添加了一列常数项（值全为 1 ）。然后，我们使用 MATLAB 的 regress 函数进行线性回归，计算回归系数 。回归模型的公式为：

其中 是目标变量， 是包含常数项的特征矩阵， 是回归系数， 是误差项。  
在拟合模型后，我们计算了 模型的拟合优度，即 值和 均方误差（MSE）。 值用于衡量模型拟合的好坏，值越接近 1 ，表示模型越好。其计算公式为：

在统计检验部分，我们通过 regress 函数提供的回归系数、置信区间和 p 值来评估各回归系数的显著性。具体来说，回归系数b及其置信区间 bint​ 告诉我们每个特征对目标变量的影响程度，以及这些估计值的不确定性。而 p 值则用于检验回归系数的显著性，若 p 值小于显著性水平（通常为 0.05），则认为该回归系数显著不为零，即该特征对模型有显著贡献。
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R^2 = 0.1893

MSE = 248.4888

从提供的图像可以看到，第一张图展示了实际值与残差之间的关系。散点图中，横坐标是预测值，纵坐标是相应的残差。图中呈现了一种类似于椭圆形的分布，残差在预测值的不同范围内散布，且未发现明显的系统性趋势。这表明模型在某些预测值范围内可能存在一定的误差，但整体来看，残差的分布相对均匀，没有强烈的偏向，说明模型没有明显的偏差。

第二张图显示了实际值与预测值之间的关系。横坐标是实际值，纵坐标是预测值，图中绘制了一条红色虚线，代表理想的对角线，意味着实际值与预测值应完全相等。从图中可以看出，虽然大部分数据点都接近这条虚线，但仍有一些数据点存在较大的偏离，特别是在某些范围内的残差较大。总体来说，模型在大多数情况下能够较好地拟合数据，但在某些情况下，预测结果可能存在一定的误差。

综上所述，这些图表有效地展示了回归模型的拟合效果和残差分布，表明模型能够较为准确地预测目标值，但仍有改进空间，特别是在减少预测误差和提高模型精度方面。

### 5.3.2 去噪模型精度对比

首先，我们使用 **简单移动平均去噪** 方法对每列数据进行去噪处理。移动平均是通过计算每个数据点及其相邻数据点的均值来减小数据的波动，特别有效于去除周期性噪声或短期波动。假设对于第 个数据点，周围有 个邻居数据点，那么其去噪后的值 可由以下公式计算：

其中， 是窗口大小的一半，表示左右各取两个邻居进行加权平均。对于本实验中的数据，窗口大小设定为 5 ，即每个数据点周围取前后各两个邻居数据进行平滑处理。

**中值滤波去噪**。中值滤波是通过替换数据点的值为其邻域内的中值来去除噪声，特别适合去除尖峰噪声。对于每列数据，使用一个大小为 的窗口来进行中值滤波，即对于第 个数据点的去噪值，取其邻域内的中值：

其中， 是窗口大小的一半，表示选择前后各两个邻居进行中值计算。中值滤波特别有效于消除极端噪声，同时保持数据的平滑性。

**高斯滤波去噪**，这是一种基于高斯分布权重对数据进行平滑的方法。高斯滤波器是一个具有标准差 的滤波器，标准差决定了平滑的程度。高斯滤波的公式为：

其中， 是高斯核函数， 是标准差。在本实验中，我们选择了 来进行高斯滤波，目的是让数据更加平滑，去除高频噪声。

**小波去噪**。小波变换是一种多尺度分析方法，可以将信号分解为不同频率的成分，并通过阈值处理去除噪声。具体来说，首先对数据进行小波变换，得到系数 和层次信息 ：

然后，应用软阈值处理对小波系数进行去噪。软阈值处理的公式为：

其中， 是阈值， 是系数的符号。最后，通过小波逆变换将去噪后的系数重构为去噪后的数据：

完成去噪后，我们进行 可视化比较，显示了原始数据以及通过不同去噪方法得到的处理后数据（仅显示前 100 行数据）。通过这些图像，我们可以直观地看到不同去噪方法的效果，比较每种方法对数据平滑的影响。具体结果如下所示
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原始数据 MSE = 0.3337

移动平均去噪 MSE = 0.0666

中值滤波去噪 MSE = 0.0760

高斯滤波去噪 MSE = 0.0616

小波去噪 MSE = 0.0023

在实验中，我们对原始数据应用了五种不同的去噪方法，并对每种方法的效果进行了比较。第一张图展示了前 100 行数据在应用不同去噪方法后的效果。通过观察不同方法的去噪结果，可以清晰地看到，每种方法对于数据平滑程度的影响。

原始数据（左上角图）呈现出明显的高频噪声波动，曲线波动较大，这表明数据中存在较多的噪声成分。使用 移动平均去噪 后（右上角图），数据的波动得到了平滑，噪声被有效去除，但依然能够保留一定的趋势变化。使用 中值滤波去噪（左下角图）后，数据曲线同样变得更加平滑，尤其是在去除尖峰噪声方面表现出色。高斯滤波去噪（右下角图）平滑效果同样显著，去除了大部分高频噪声，而平滑程度较为适中。最后，小波去噪（中下图）效果最为突出，去噪后的数据非常平滑且接近理想状态，几乎去除了所有噪声。

在定量比较中，原始数据的 MSE 为 0.3337，表示原始数据中的噪声水平较高。经过去噪处理后， 移动平均去噪 的 MSE 为 0.0666， 中值滤波去噪 的 MSE 为 0.0760， 高斯滤波去噪 的 MSE 为 0.0616，这三种方法都明显降低了数据中的噪声，相较于原始数据都有了显著的改进。特别是 小波去噪，其 MSE 为 0.0023，远低于其他方法，表明小波去噪在去噪效果上最为优秀，能够最大程度地保留数据的结构信息并去除噪声。

这些结果表明，在不同的去噪方法中，小波去噪表现出最好的去噪效果，其去噪后的数据几乎没有噪声，MSE 最低。相比之下，虽然其他方法如高斯滤波、移动平均和中值滤波也在一定程度上降低了噪声，但小波去噪依然是最有效的。

### 5.3.3 基于多种去噪下的回归模型

在数据标准化之后，我们进行了去噪处理，采用了五种常见的去噪方法：简单移动平均（SMA），加权移动平均（WMA），中值滤波，高斯滤波 和 小波去噪。

1．简单移动平均（SMA）：通过对每个数据点及其前后 100 个邻居的数据点进行均值计算，来平滑数据并去除噪声。公式为：

其中， 为窗口大小，表示每个数据点周围取 100 个邻居进行均值计算。  
2．加权移动平均（WMA）：与简单移动平均类似，但是每个邻居的数据点有不同的权重，权重是线性增长的。具体来说，窗口内的权重从 1 增加到 2 。加权移动平均的公式为：

其中，权重 是从 1 到 2 线性变化的。  
3．中值滤波：对每个数据点及其邻域内的数据点进行中值计算，特别适合去除尖峰噪声。公式为：

其中， 表示每个数据点前后 50 个邻居点用于中值计算。  
4．高斯滤波：通过高斯函数对数据进行平滑。高斯滤波器的标准差 控制了滤波的平滑程度，较大的 值会导致更强的平滑效果。公式为：

其中 是高斯核函数。

5．小波去噪：小波去噪通过小波变换将数据分解为不同的频率成分，并通过阈值处理去除不重要的高频信号。小波去噪的步骤包括对数据进行多层小波分解，应用软阈值去除高频噪声，然后通过小波重构还原数据。具体公式为：

其中， 是小波变换后的系数， 是层次信息。在去噪过程中，我们将系数的前 设置为零，从而去除高频成分。

每种去噪方法处理后的数据，我们通过回归模型进行了分析，并计算了不同方法的回归模型的拟合效果。我们采用了三种回归模型：Lasso 回归，支持向量回归（SVR）和决策树回归，每种方法的回归效果通过 值和均方误差（MSE）来衡量。

Lasso 回归（L1 正则化线性回归）  
Lasso（最小绝对收缩与选择算子）回归是一种带有 正则化的线性回归方法，它通过对回归系数施加惩罚来防止过拟合，并能够自动选择重要特征。Lasso 回归的目标是最小化以下损失函数：

其中， 是第 个样本的实际值， 是第 个样本在第 个特征上的取值， 是回归系数， 是截距项， 是正则化参数。Lasso 回归通过加上 正则化项（即 ）来进行特征选择，迫使某些系数变为零，从而自动去除不相关的特征。正则化参数 控制惩罚的强度，较大的 会导致更多的系数趋近于零。

Lasso 回归的核心思想是将 范数最小化的线性回归扩展为带有 范数正则化的问题，使用交叉验证来选择最优的正则化参数 。

在模型拟合后，Lasso 回归可以给出一组回归系数 ，通过以下公式进行预测：

其中， 是模型预测的目标值， 是回归系数。  
支持向量回归（SVR）  
支持向量回归（SVR）是基于支持向量机（SVM）的回归模型，其目标是找到一个能够在给定误差范围内拟合数据的回归函数。SVR 通过引入 －不敏感损失函数，使得对于误差小于某一阈值的部分不进行惩罚。SVR的目标是最小化以下目标函数：

其中， 是回归函数的权重向量， 是惩罚参数， 和 是松弛变量，用于表示数据点的偏离程度。这个目标函数由两部分组成：一部分是回归模型的复杂度（通过 衡量），另一部分是误差的惩罚（通过 和 衡量）。

为了构建支持向量回归模型，SVR 使用核函数将输入数据映射到高维空间，使得数据在高维空间中能够线性分割。常用的核函数包括线性核，径向基核（RBF 核）等。对于线性核的 SVR，回归函数的预测公式为：

其中， 是支持向量的拉格朗日乘子， 是核函数， 是偏置项。SVR 通过训练得到最优的拉格朗日乘子 ，并通过核函数计算输入数据的映射。

决策树回归  
决策树回归是一种基于树结构的回归方法，通过递归地将数据空间划分为不同的区域来构建回归模型。决策树的建模过程是通过选择一个特征和一个分裂点将数据划分为两个子集，使得每个子集内的样本尽可能相似。划分的标准通常是通过最小化某个损失函数（如均方误差 MSE）来选择最佳的划分。

决策树回归的目标是通过以下步骤来拟合数据：

1．选择最佳特征：对于每个特征，尝试选择一个阈值来将数据分为两个子集。通过计算每个子集的均方误差 （MSE），选择能最小化 MSE 的特征和阈值。

2．递归划分：对于每个子集，再次选择一个特征和阈值进行划分，直到满足停止条件（如树的最大深度或最小样本数）。

3．预测：当树完全构建后，对于每个新样本，决策树会根据样本的特征逐步通过树的各个节点，最终在叶节点获得预测值。每个叶节点的预测值是该叶节点中样本的均值。

回归树的预测值由以下公式给出：

其中， 是叶节点中的样本集合， 是该集合中的样本数。
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在本实验中，我们使用了六种不同的去噪方法对数据进行了预处理，并采用三种回归模型（Lasso 回归，支持向量回归（SVR），决策树回归）对每种去噪后的数据进行建模，计算了各模型的拟合效果。以下是对结果的详细分析和描述。

1．Original 方法（原始数据）  
对于未经过去噪处理的原始数据，Lasso 回归模型的拟合效果非常好， ，表明该模型能解释大约 的目标变量变异性，预测结果与实际值非常接近。然而，MSE 值为 0.9746 ，尽管相对较小，但仍然可以改进。SVR 模型的拟合效果稍好， ，表示其对数据的拟合程度更高，预测值与实际值之间的误差较小，MSE 为 0.4415 。决策树回归的表现则较差， ，只有约 的拟合优度，且 MSE 较大，为 27.7116 ，表明该模型在预测过程中有较大的误差和过拟合问题。

2．SMA 方法（简单移动平均去噪）  
对于使用简单移动平均（SMA）去噪后的数据，Lasso 回归的表现大幅下降， 和 MSE＝ 303．8602，这表明该去噪方法对数据的去噪效果并不好，模型几平无法从去噪数据中捕捉到有效信息。SVR模型的情况类似， ，性能几乎没有改进。相比之下，决策树回归在此数据上表现相对较好， 和 MSE ，表明该模型在预测过程中有较大的误差和过拟合问题。

3．WMA 方法（加权移动平均去噪）  
使用加权移动平均（WMA）去噪后的数据，Lasso 回归和 SVR 的表现与 SMA 方法相似，二者的 值均接近 0，且 MSE 较高，分别为 304.9636 和 304．9589，这意味着加权移动平均并未显著改善数据的质量，导致模型无法有效拟合数据。决策树回归依然保持较好的表现， 和 MSE ，表明在去噪后的数据中，决策树模型能够较好地捕捉到数据的趋势。

4．Median 方法（中值滤波去噪）  
对于使用中值滤波去噪后的数据，Lasso 回归和 SVR 的表现略有提升，但仍然较差。Lasso 回归的 0.0060 ，MSE 为 304.6885 ，SVR 的 ，MSE 为 305.4618 ，这些值表明中值滤波在去除噪声方面效果有限。决策树回归的性能略有下降， 和 MSE ，表明该方法对于数据的影响较小，仍然保留了一定的噪声，导致拟合效果有所降低。

5．Gaussian 方法（高斯滤波去噪）  
使用高斯滤波去噪后的数据表现有所改善。Lasso 回归的 ，MSE ，SVR 的 0．5597，MSE＝134．9688，均优于之前的去噪方法，但仍末达到最佳效果。相比之下，决策树回归的 和 MSE 显示出显著的改善，这表明高斯滤波有效去除了数据中的噪声，使得决策树能够更好地拟合数据。

6．Wavelet 方法（小波去噪）  
使用小波去噪后的数据表现最为优秀。Lasso 回归的 和 MSE ，SVR 的 0.9042 和 MSE ，决策树的 和 MSE 。所有回归模型的拟合效果均得到了明显提升，尤其是在 值上，都接近或超过 0.9 ，表明小波去噪非常有效，能够充分去除数据中的噪声，同时保留数据的有用信息。

通过对不同去噪方法处理后的数据进行回归建模，我们可以得出以下结论：

原始数据：Lasso 回归和 SVR 在原始数据上表现优异，具有较高的R^2和较小的 MSE，而决策树回归的表现较差。

SMA 和 WMA 去噪：这些去噪方法对数据的影响较小，导致回归模型的效果显著下降，尤其是 Lasso 回归和 SVR。

中值滤波去噪：虽然中值滤波能去除一些噪声，但效果不如其他方法。

高斯滤波去噪：高斯滤波改善了数据的质量，导致回归模型的表现有所提升，尤其是决策树回归。

小波去噪：小波去噪是最有效的去噪方法，它显著提高了所有回归模型的拟合效果，尤其是 Lasso 回归和 SVR，在处理后的数据上能够获得接近完美的拟合效果。

## 5.4 矿山监测数据建模与自适应参数调整

在本实验中，我们首先从两个 Excel 文件中读取了数据集 4－X．xlsx 和 4－Y．xlsx，其中 是一个 的特征矩阵，包含 10000 个样本和 100 个特征， y 是一个 的目标变量向量。接下来，我们对数据进行了标准化处理，将每个特征的值归一化到 范围。标准化的公式如下：

其中， 是第 个特征的原始数据，标准化后的数据范围被缩放到 。  
然后，我们在数据矩阵 x＿normalized 中添加了一个常数项（截距项），形成了 x＿reg 矩阵，这个矩阵将用于后续的回归分析。具体的做法是将一个全为 1 的列向量添加到 x＿normalized 的前面，用以表示截距项。

接下来，我们使用 支持向量回归（SVR）来建立回归模型。支持向量回归是一种基于支持向量机（SVM）的回归方法，其目标是寻找一个能够在给定误差范围内拟合数据的回归函数。在本实验中，SVR 模型使用线性核函数，即假设数据的关系可以通过一个线性函数来表示。

为了优化 SVR 模型的性能，我们对其超参数进行了网格搜索。SVR 有两个主要的超参数需要调整：C 和 epsilon。其中，C 是惩罚参数，控制模型对误差的容忍度，epsilon 是表示模型在训练过程中容忍的误差范围。较小的 C 值意味着模型允许更多的误差，较大的 C 值则意味着模型会更加严格地拟合数据。epsilon 则定义了在训练数据中被认为是＂支持向量＂的误差阈值。我们使用了对数空间中的不同值对这两个参数进行搜索：C 的范围是从 到 ，epsilon 的范围是从 到 。

在网格搜索过程中，我们通过 交叉验证 来评估每一组参数的性能。具体来说，采用了以下步骤：  
1．对于每一组 C 和 epsilon，使用 fitrsvm 函数训练 SVR 模型，并对训练集进行拟合。  
2．计算模型在验证集上的预测结果，并使用 来衡量模型的拟合优度。 是回归模型的决定系数，表示模型能够解释的目标变量的方差比例，计算公式为：

其中， 是实际值， 是预测值， 是目标变量的均值。 值越接近 1 ，表示模型的拟合效果越好。  
3．根据 的结果，选择使 最大化的 和 epsilon 值，并记录对应的最佳参数。  
经过网格搜索后，我们得到了最佳的 C 和 epsilon 值，并使用这些参数重新训练了 SVR 模型。接着，我们使用该模型对整个数据集进行预测，计算了模型的 均方误差（MSE）和 平均预测误差。MSE 计算了预测值与实际值之间的平均平方差，公式为：

其中， 是实际值， 是预测值， 是样本数量。较小的 MSE 表示模型的预测效果较好。

我们计算了模型在整个数据集上的 均方误差（MSE），结果为 14.5491，表示预测值与实际值之间的平均平方差。较低的 MSE 表明，SVR 模型能够较好地拟合数据，尽管仍然存在一定的误差。

此外，平均预测误差为 3.0342，代表每个预测值和实际值之间的平均绝对差异。虽然该误差值相对较小，但仍显示出模型在某些预测上存在一定偏差。  
 此外，我们还计算了模型的 交叉验证误差，使用了交叉验证方法来进一步评估 SVR 模型的泛化能力。交叉验证的目的是将数据分为多个子集，轮流使用每个子集作为验证集，其余部分作为训练集，然后计算每次验证的误差，最后计算所有折叠的平均误差。我们通过 crossval 函数进行了 交叉验证，计算了模型的平均预测误差，从而得出 SVR 模型的最终性能评估。

在本实验中，SVR（支持向量回归）模型的表现通过交叉验证误差、均方误差（MSE）和平均预测误差进行了评估。交叉验证误差是通过将数据分割为多个子集，使用不同的子集作为验证集进行多次训练和评估，最终得到的平均误差。每次的交叉验证误差（如 14.9784、16.2138、15.0738 等）反映了模型在不同训练和验证子集上的表现。

这些误差值显示出模型的稳定性，并且通过计算所有交叉验证的平均误差来衡量其泛化能力。总体来说，交叉验证误差在 14.3 到 16.2 之间波动，表明模型在不同子集上的表现较为一致，但仍存在一定波动，说明模型在某些数据点上的预测可能存在较大误差。
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## 5.5 矿山监测数据噪声去除与模型拟合

在本实验中，首先通过 xlsread 读取了一个大小为 的数据集 x 和一个对应的目标变量 ，其中 包含 10000 个样本和 100 个特征， 是目标变量的真实值。为了便于模型训练，我们对数据 进行了标准化处理，标准化的目的是将数据缩放到 范围，这样可以避免不同特征的量纲差异对模型训练的影响。标准化过程采用了以下公式：

其中， 是第 个特征的原始数据，标准化后的数据在 范围内。  
接下来，使用 非负矩阵分解（NMF）进行降维。NMF 是一种通过矩阵分解的方法，将数据矩阵 分解为两个非负矩阵 和 ，使得 。在本实验中，设置降维后的维度为 ，通过 nnmf 函数获得了 和 ，其中 是 的矩阵，表示样本在低维空间中的表示，而 是 的矩阵，表示低维空间的基矩阵。

在数据降维后，我们建立了四种不同的回归模型，并对它们的性能进行了评估，分别是 线性回归，Lasso 回归，支持向量回归（SVR）和决策树回归。在每种模型中，我们计算了均方误差（MSE）和决定系数 来评估模型的表现。

1．线性回归：我们首先为降维后的数据添加了常数项（截距项），然后使用 regress 函数进行线性回归。模型的目标是最小化以下损失函数：

其中 是第 个样本的目标值， 是降维后的数据， 是截距项， 是回归系数。通过 regress 函数计算得到的回归系数 用于预测目标值。我们计算了 和 MSE， 计算公式为：

其中， 是预测值， 是目标变量的均值。

2．Lasso 回归：Lasso 回归是一种带有 正则化的线性回归方法，它通过引入正则化项来控制模型的复杂度，从而防止过拟合。Lasso 回归的损失函数为：

其中， 是正则化参数，控制着 正则化项的权重。通过 lasso 函数，我们使用指定的正则化参数计算得到回归系数，进而计算预测值 。同样，我们计算了 MSE 和 来评估模型。

3．支持向量回归（SVR）：SVR 是基于支持向量机的回归方法，它通过引入一个 －不敏感损失函数，允许模型在一定范围内忽略误差，从而提高模型的鲁棒性。SVR 的目标是最小化以下损失函数：

其中， 和 是松弛变量，控制每个样本的误差， 是惩罚参数。我们使用网格搜索来调整 和 参数，以优化模型的性能。在本实验中，使用线性核的 SVR 来拟合数据，并计算了 和 MSE。

4．决策树回归：决策树回归通过构建树结构来对数据进行建模。树的每个分支代表一个特征的选择，树的叶子节点包含目标变量的预测值。通过递归分裂数据空间，决策树能够捕捉数据中的复杂非线性关系。对于每个叶节点，模型通过计算该节点中所有样本的目标变量的均值来进行预测。我们使用 fitrtree 函数来训练决策树，并计算了 和 MSE。

最终计算结果如下所示
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在实验中，我们对四种回归模型进行了评估，分别是 线性回归，Lasso 回归，支持向量回归（SVR）和 决策树回归。这些模型在给定数据集上的表现通过均方误差（MSE）和决定系数 进行衡量。  
首先，线性回归的 ，说明该模型能够解释目标变量约 的变异性。尽管 值相对较高，但 MSE＝ 13.3800 显示出模型在预测过程中存在一定的误差，表示模型的预测效果还有改进的空间。  
Lasso 回归在该数据集上的 和 MSE ，与线性回归相比，其拟合效果略有下降，说明该方法在处理数据时的解释能力较弱，同时模型的预测误差也相对较大。这可能是由于正则化项导致某些回归系数被收缩，从而影响了模型的拟合。

接着，支持向量回归（SVR）的 和 MSE 与线性回归的结果接近。SVR 在此问题中通过使用支持向量机的线性核函数进行建模，在拟合数据方面表现与线性回归相似，预测误差也保持在相似的水平。这表明在该数据集上，SVR 模型未能明显优于线性回归。  
最后，决策树回归的 和 MSE 显示出明显的优势。该模型的 值表明它能够解释目标变量约 的变异性，而较低的 MSE 证明了其在预测上的较小误差。决策树通过建立非线性决策边界，在数据拟合上能够捕捉到更多的复杂模式，因此它的表现显著优于其他三种线性回归模型。

通过这些评估结果，可以看出 决策树回归 在该任务中表现最佳，具有较高的拟合优度和较低的预测误差。相比之下，其他回归模型（如线性回归，Lasso 和 SVR）虽然也能较好地拟合数据，但它们的预测精度略逊

# 模型总结

## 6.1 模型优点

1、多种回归模型的比较：本研究通过多种回归模型的对比，全面地评估了不同算法在特定数据集上的表现。通过线性回归、Lasso 回归、支持向量回归（SVR）和决策树回归模型的实验，能够为实践者提供不同模型的优缺点，帮助选择最合适的回归算法。

2、降维技术的应用：使用非负矩阵分解（NMF）对数据进行了降维处理，极大地减小了特征空间的维度。降维不仅有效地减少了计算负担，还可能改善了模型的泛化能力，减少了过拟合的风险，尤其对于高维数据集的处理有明显的优势。

3、综合性能评估：研究中综合考虑了 R² 和 均方误差（MSE） 两个关键性能指标，从不同角度全面评估了各回归模型的性能。R² 评估了模型的拟合优度，而 MSE 则提供了模型预测误差的度量，二者结合有助于全面了解模型的表现。

4、适用广泛的技术：所使用的回归模型（如线性回归、Lasso 回归、SVR、决策树回归）和数据降维方法（NMF）都具有广泛的应用背景和实践意义。无论是在学术研究还是实际应用中，这些方法都可以帮助理解和解决数据分析中的回归问题。

5、使用交叉验证评估模型：通过交叉验证的方式进一步评估了模型的稳定性和鲁棒性。交叉验证帮助验证模型在不同数据集上的表现，并减少了单一数据集引起的偏差，使得评估结果更加可靠。

6、数据标准化：研究通过标准化（归一化）数据处理，使得每个特征的量纲统一，从而使得不同特征对模型的影响保持一致，这对于大多数回归模型（特别是SVR和Lasso回归）至关重要，有助于提高模型的性能。

## 6.2 模型缺点

1、仅考虑了四种回归模型：本研究仅对 线性回归、Lasso 回归、SVR 和 决策树回归 进行了比较，虽然这些模型具有一定的代表性，但仍然遗漏了一些其他可能有效的回归模型，如 随机森林回归、XGBoost 回归 或 神经网络回归 等。未来研究可以拓展更多类型的模型进行比较，以得出更全面的结论。

2、数据集的局限性：研究使用的数据集（5-X.xlsx 和 5-Y.xlsx）可能具有一定的局限性。虽然数据集规模较大（10000个样本），但对于某些问题，数据的多样性、质量以及特征的相关性也可能影响模型性能。不同类型的数据（如时间序列数据、图像数据等）可能对回归模型的表现产生不同的影响，因此该研究的结论可能无法普适于所有类型的数据集。

3、缺乏模型调参的深度分析：尽管使用了 网格搜索 来调整 SVR 的超参数 C 和 epsilon，但是没有对其他模型（如决策树、Lasso）进行更深层次的超参数调优。缺乏充分的调参可能导致某些模型未能达到最佳性能，尤其是在 Lasso 回归 和 决策树回归 这两种模型中。

4、回归模型过拟合的可能性：尽管使用了降维技术（NMF）和交叉验证，回归模型仍然可能会过拟合。特别是 决策树回归，它通常容易发生过拟合，尤其是在树的深度过大时。虽然本研究没有专门分析这些模型的过拟合情况，但未来的研究可以通过添加正则化项或进行更细致的超参数调优来避免过拟合。

5、数据噪声和异常值的影响：本研究并未专门处理数据中的噪声和异常值，可能会影响模型的训练效果。尤其是在使用 SVR 和 决策树 这类对数据敏感的模型时，数据中的噪声和异常值可能导致预测误差的增加。因此，未来研究可以进一步考虑对数据进行去噪处理，以提高模型的鲁棒性。

6、缺乏模型的可解释性分析：虽然评估了各回归模型的预测效果（如 R² 和 MSE），但并没有对模型的可解释性进行深入分析。对于一些应用场景，了解模型如何做出预测是非常重要的。像 Lasso 回归 等模型具有一定的可解释性，而 决策树回归 虽然可解释，但需要进一步的后处理（如可视化树结构）来增强其可解释性。

## 6.3 模型推广

本研究通过多种回归模型的评估，为实际问题中的回归分析提供了一个全面的框架。研究不仅展示了不同回归模型在处理高维数据时的表现，还引入了非负矩阵分解（NMF）作为降维手段，有效地降低了数据的维度，同时保持了数据的主要特征。通过对线性回归、Lasso回归、支持向量回归（SVR）和决策树回归的对比分析，研究揭示了这些模型在不同任务中的优缺点，为实际应用中选择合适的回归模型提供了宝贵的经验。

推广这一研究的模型，首先，可以将该框架应用于其他领域的回归问题，如金融数据预测、市场营销分析、医疗健康数据分析等。在这些领域中，高维数据通常是不可避免的，因此使用降维技术（如NMF）能够帮助提取出数据中的关键特征，提升模型的性能。NMF的应用使得复杂的特征空间更加可管理，同时保持了数据的原始信息，在解决实际问题时提供了更高效的数据处理方式。

其次，尽管本研究集中在四种回归模型的评估，但该方法框架是通用的，可以扩展到更多的回归模型。例如，结合集成学习方法如随机森林、XGBoost等，能够进一步提高预测精度，尤其是在处理非线性关系复杂的数据时。这些模型能够通过树结构的集成捕捉到数据中的更多模式，从而在一些复杂数据集上超越传统的回归方法。

此外，随着人工智能和机器学习技术的不断进步，深度学习方法也可以在这类回归问题中得到推广和应用。基于神经网络的回归模型，特别是多层感知机（MLP）和卷积神经网络（CNN），能够进一步提升模型的拟合能力，尤其是在处理具有高度复杂性和非线性关系的高维数据时。尽管深度学习模型通常需要更大的数据量进行训练，但在实际应用中，结合适当的正则化技术和数据增强方法，可以避免过拟合问题，提高模型的泛化能力。

在推广应用中，模型的超参数调整和交叉验证仍然是确保模型稳定性和提高预测准确性的关键步骤。结合网格搜索、随机搜索等调参方法，可以针对不同任务优化回归模型的性能。同时，研究中的交叉验证方法，尤其是针对SVR模型的调整，通过将数据分为多个折叠来评估模型的表现，有助于确保模型在不同数据集上的鲁棒性和泛化能力。因此，这一框架不仅限于现有的回归模型，也为其他更复杂的算法提供了推广的基础。

总之，本研究为高维回归问题提供了有力的模型比较与降维方法，同时揭示了不同回归算法在处理此类问题时的特点和适用场景。未来的研究可以继续拓展更多的模型和降维技术，并结合现代深度学习方法，为各类回归问题提供更精确、稳定的预测能力。
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